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ABSTRACT

AUTOMATIC POWER MANAGEMENTFORINSTRUCTIONAL COMPUTERS AT
HUMBOLDT STATE UNIVERSITY: A CALCULATION OF POTENTIAL ENERGY
SAVINGS AND GREENHOUSE GAS EMISSIONS REDUCTIONS

Nicholas Flenghi

Computerconsume an estimated 5,610 GWh per year in California alone. Much
of that energy is consumed by computbi are not being usebh this project, detailed
userlogin dataareused to estimatie energy consumption of instructional computers at
HumboldtState UniversitfHSU) over the cotse of one semesterhe data are also used
to estimate the potential energy savings from automating the shutdown pRutessial
cost savingsind greenhouse gas (GHG) emissions reductions resfutiimg
implementing a automatieshutdown power management plan are also calculated.

There are approximately 1,000 computers used for teaching and learning purposes
at HSU. In their current configuratiptihey consume an estimated 35.4 M@#4cth
semesterHowever,56% of that aergy is wasteghowering computers that are not being
used By automatically powering down unused computers after 30 minutes of inactivity,
significant energy, cost, and GHG emissions reductions could be realized. Energy
consumption could be reducbg 45% or 15.9MWh per semester, saving $1,985
electricity costsConsequentlyGHG emissions could be reduced by four metric tons per

semester, witlittle to no additional costs and minimal impact to users.
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CHAPTER 1: INTRODUCTION

In California, computers and monitors use an estimated 5,610 GWh of energy per
year(California Energy Commission, 201@&)niversities use aaverincreasinghumber
of computers for instructional activities, yet they often do not take full advantage of
computer energy management solutions. This project aiesitoate the energy
consumptiorof campus computers angdiantifythe potentialfor energy savings and
greenhouse gas emissions reductions at Humboldt State Unitlersitgh computer
power management

Humboldt State University (HSU) is a public universityhe far northern
California town ofArcata. HSU haareputation for promoting sustainabilityrdugh
both academic programs and campus procedurddarch 2017, the university released
a Climate Action Plan with the goal of reducing greenhouse gas emissions (GHG) to
1990 levels by the year 202ASU Office of Sustainability, 2L6). In the fall semester of
2016 there were 8,503 students enro{lddmboldt State University, 201,6and there are
nearly 1,000 computeis labs across campasailable to students and facu(tfassified
asbeingustor*t eaching and )l earning” purposes

Computers make up a significant portion of plug loadsoithcommecial and
educational buildings. Varioususlies estimate that computers account for about 2
percent of Cal i fuseconsunaptiogPixeey &Rndsr201d)i t y end
Educational institutiondiffer from much of the commercial sector in that they provide

computers that are primarily used by transient users, rathecéhgoutersat dedicated



desks or irprivate officesAdditionally, computerst universitiesare used ataried

times throughout the day araté into the night by students afladulty. Apart from new
technology purchases, the simplest and most effective way to reduce computer power
consumpbn isto ensuréhatthey ae turned off when not being used.

Currently, approximately twthirds ofcampus instructional compusat HSU
are set taemainon until they are automatically shut down at 11:00 PM each;roglet
third of instructional compers are never automatically shut dowhis configuration
reduces the amount of time that computers wooltierwisespend powered on and
unused overnighhutthere are still significant energy savings to be had duringeiieof
theday.In the past, tla extra time required to wait for a computer to boot was considered
too inconvenient for users, but upgrades over the years have resulted in significantly
faster boot timesSetting the computers &hut downa short period after logout would
further redue energy consumptioe|ectricitycoss, and assaated greenhouse gas
emissions.

In this project, eal user login datand information about computer power
consumptiorwereusedto estimate computer age patterns and to calculate the current
energy usage of instructional computers on campus. The effect of implementing an
automatieshutdownpower management policy was simulated and the associated energy,
cost, and greenhouse gas emissions reductieresanalyzedChapter 1 introduces the
scopeand setting of the project. Inh@pter 2, similar studies are reviewed and compared
to the current project. Chapter 3 lays out the methods used to estimate energy usage and

savings as well as the method used toutate avoided greenhouse gas eniss
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Results are presented im&pter 4 andurther discussed in Chapter 5. Conclusions and

recommendationfor future actiorare discussed inl@pter 6



CHAPTER 2: BACKGROUND AND LITERATURE REVIEW

There has been significant eesch aimed at computenergyefficiency
technologies and computer energy usage and behaviors in the commercial sector, but
relatively little hasfocusedon computer usage on university campuses. A consistent
conclusion across similar studies is that engtic power management settings have the
greatest potential to rade computer energy consumption, yet they are often disabled or
altered(Moorefield et al. 2011; Bar et al., 2010; Bishop et aR013; Mercier &

Moorefield, 2011; Cabrera & Zareipour, 201 uberus & Nyandoro, 2014)

Commercial plug load energy consumpthaas increased dramatically in recent
decadeswith the now ubiquitous presence of computers, peripherals, and IT
infrastructure in offices around the worklug load energy usage in @falnia® s s mal |
offices(<30,000 square feei§ estimated to be abolf000 GWh per yegMoorefield et
al., 2011, Itron, Inc., 2006and office equipment and miscellaneous plug loads make up
about 12.9% of all commercial energy usage in the @tada, Inc., 2006)In a 2011
study of 47 California offices, computers accounted for 48% of the total plug load energy
use(Moorefield et al., 2011)Similarly, in a case study of a LEED certified public library
and small ofice in California computers were the largest plug loads, accounting for
nearly 70% of plug load energy consumpt{dfercier & Moorefield, 2011)

The power requiremernf a computer depesdtrongly on its configuration and
form factor. An average ENERGY STAR qualified desktop computer uses approximately

310 kWh per year, while integrated desktops and notebooks use 250 and 75 kWh per



year, respectivel{Dewart et al., 2013)l'he introduction of the 80 PLUEbeling

program ha$elped to make efficient internal power supplies the norm, though there is

still room for improvementSimilarly, desktop CPU (central processing unit) efficiency

has increased dramaticaldgcause opolicy focus on idle poer requirementslo

qualify foranENERGY STARIlabel, computers must meetreaximum Typical Energy
Consumgion (TEC) per year for variousonfigurations. In the latest version, TEC is

calculated using botshort idleandlong idlepower states (i.e. accounting for the

contributions of power scaling technologiéENERGY STAR, 2016)When intensive

graphics performance is not required, integrated graphics processing can be used either
solely or through phics switching technologg reduce power requirements

Additionally, many computers are now shipping with higher performance solid state

drives (SSDs) that often use less than 1 Watt of power (compaabdubd 4 to 8 Watts

for conventional hardisk drives[HDDs]) (Dewart et al., 2013A summary ofseveral
computer component s theiradsaiated emefgy savingsr gy us e a
opportunities igpresentedn Tablel. The power supply, display, and motherboard make

up the bulk of energy use, but the graphic

account for up to 50% of computer energy use.



Tablel: Share of computer energy uselaange of potential energavings
improvements. Table adapted from an EPRI & Ecos 2008 gasdycluded irbewart et
al., 2013)

Component | Share of energy use Savings opportunities
Power Supply 15-35% 80-Plus Bronzex70% to 82% efficiency
Display 15:30% LED backlighting, more efficient panel
technology
More efficient chipsets, voltage regulator
Motherboard 15-20% and other components, moboe-desktop
design
GPU 0-50% Higher power propiglrgonallty: low power if
CPU 5.150 Low power CPUsyo_Itage and frequency
scaling
Disks 5-10% “Green” drives, so
Memory 5-10% “Green” memor
Networking 2-8%

The average power levels of all ENERGY STAR labeledkidgscomputers
currentlyon the markearepresentedn Table2, and the average power level of-iteh
monitors is presented ifable3. Computers with integrated graphics use around 20
Watts while active (long idle and short idle modes), 1.3 Watts in sleep mode and 0.5
Watts while off. On average, desktops with discretelgapuse about 42 Watts in active
modes more than twice as much as their integrated counterf@EMiSRGY STAR,

2017) Much of the difference may also aeto other high performance components
used in computers with discregeaphics cardslhe average power consumption of
ENERGY STAR labeled monitors i2.2Wattsin on mode0.3 Watts irsleepmode,

and0.1 Watts inoff mode(ENERGY STAR, 2017)



Table2: Average power consumption of ENERGY ST AdReleddesktop computers.
Averages were calculated based on computer models that meet velsiequerements
as of April 2017ENERGY STAR, 2017)

Type Off (W) SE{/?/‘)EF’ Long Idle (W) | Short Idle (W)
Desktop (mtegrate( 05 1.3 18.8 20.1
graphics)
Desktop (discrete 0.5 21 42.0 425
graphics§

Table3: Average power consumption of a-t&@h ENERGY STAR labeled computer
monitor inoff, sleep, andn modegas of April 2017YENERGY STAR, 2017)

Monitor Size Off Mode (W) Sleep Mode (W) On Mode (W)
19 inche$ 0.1 0.3 12.2

Computer operating efficiency can be increased with small technology
investments. In research carried out in 2008{ludfshelf components were used to
exceed ENERGY STAR Idle Mode requirements by 40% to 50%:eificient
components in a small form fiac mobileon-desktop platform exceeded them by 70%
(California Energy Commission, PIER, 2013upported by these results, in 2016, the
California Energy Commission adopted the first mandatory computer and monitor
efficiency ¢andards in the natiofCalifornia Energy Commission, 2016)

Though computeefficiency has improvedcomputersstill spendmuch ofthe
time turned on, wéther they e being used or nOENERGY STAR 6.0 specifies an

estimatedduty cycle for desktop computers of 45% in off, 5% in sleep, 15% in long idle,

! Average includes computers in ENERGY STAR 6.1 categories I1, 12, and 13.
2 Average includes computers in ENERGY STAR 6.1 categories D1, and D2.
319inch monitors are shown here because it is the most common monitor size in use at HSU.



and 35% in short idle modéBewart et al., 2013Several studiedcus onPC user

behavior, with computers found to spend between 39% and 94% of their time in active or
idle modes Table4). Many studies falil to differentiate between active and idle modes
because it is more difficult to determine wheroanputer is being actively used and
becausét has been assumatthe pasthat power consumption remains essentially
constant between active and idle modes. However, modern computeettarequipped

to scale power down when idle, leading to a more significant difference between idle and

active powe(ltron, Inc., 2006)

Table4: Comparison of studies investigating computer duty cycles. Table adapted from
theResponse to California Energy Commission 2013Rukemaking Appliance
Efficiency: Invitation to Participat¢Dewartet al., 2013)

Active-
idle  Sleep Off Date Segment Sample Size
Enterprise (Thin
ﬁG&E’Ba"’ 94% | 1% | 5% 2010 client, Crosssector, 110,000
arty & Nero
u.s.)
Ecma383, 3rd Enterprise
Edition. Annex | 50% | 5% | 45% 2010/ (International, 500
B technology
companies)
Microsoft,
Customer
Experience 41% S% | 54% 2008 7 75,000
Report
Residential 81 .
Pigg & Bensch 49% 51% | n/a | 2010 . . computers in
(Wisconsin)
50 homes
Fraunhofer/ | 3996 | 25% 36% 2010 Residential (U.S.) 1,000 homes
59
Chetty et al. 75% 25% | n/a | 2009| Residential (U.S.) | computers in
20 homes
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University campus computer labs exhibit strong seasonal and diurnal usage Jpatterns

which result in large periods of underutilization, partidylan nights, weekends, and
academic breakSSpennemann et aRp07; Cabrera & Zareipour, 2011; Bishop et al.,
2013) In athreeyearstudy of severalniversity campuses in Austra)i@6% of all logins
occurred duringypical business hourdonday to Fridayp7:00to 18:00) during a
semesterComputer utilization naged from 13.3% to 38.5% during the semesigure
1 shows the typical diurnal nature of computer lab access obsertret $tudy. Logins
increase rapidlyn themornings and decrease somewhat less rapidly in the evenings as

students leave camp(Spennemann et al., 2007)
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Figurel: Access of Charles Sturt University computer labs by hours of theday,

2003 all laboratories (in %lrigure taken fronsessional, weekly and diurnal patterns of
computer lab usage by students attending a regional University in Australia
(Spennemann et al., 2007)
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Despite large periods of underutilization, many university IT departments have not
configured conputer power managemesgttingsto automatically put computers into
standby or sleep mode when idle. In several cases computers were set to stay on
indefinitely (Cabrera & Zareipour, 2011; Luberus & Nyandoro, 2014; Bishop et al.,
2013) Similarly, powemanagement settings were disabled in commercial settings
(Mercier & Moorefield, 2011)University IT departments are often distanced from the
energy saving policies of their univers{yheehan, 2010 oncerns over staff accessing
computers remotel§Mercier & Moorefield, 2011)class time wasted waiting for
computers to power on, and interference with computer up(Ritdsp et al., 2013re
often cited as reasonsrfdisabling power management settings. However, there are many
networkbased powemanagement systems that utilize W-akeLan (WoL) technology
to manage laboratory updates regardless of the power state of the corfideteiesr &
Moorefield, 2011 and higher performance SSDs have improved boot times.

Infforma i on about HS Uwasprovidethipy Daviel Marshdthe beld
of Student Computing/Lalder HSU Information Technology Services (IT&SU
operates about 10@0o mput ers for “teaching and | earni
generally composed of four types of Cl) PG with an SSD and integrated graphics,
(2) PCs with a SSD and discrete graphics, (3) PC with a HDD and integrated graphics,

and (4) PCs with a HDD and discrete graphics. The university is in the process of

4 See:
https://www.energystar.gov/products/low carbon it campaign/implementation _resources_enterprises/com
mercial software



https://www.energystar.gov/products/low_carbon_it_campaign/implementation_resources_enterprises/commercial_software
https://www.energystar.gov/products/low_carbon_it_campaign/implementation_resources_enterprises/commercial_software

11
replacing all conventional HDDs with SSDs for the associated performance
improvements; because of thiswas assumed that all PCs have SSDsalnulations for
this project Approximately 311 computers (or 30%) have discrete graphics cards
installed.Additionally, approximately 10% of the computer stock on campus is made up
of Apple Macintosh integratecedktops. Due ttechnological constraintenly Windows
PCswere measured for this project.

The instructional amputers on campus are set to a consigawer management
plan.All computer display areset to go to sleep after three hours of inactivity.
Additionally, a majorityof the computers are automatically shut down at 11:00 PM every
night; ITS provideda list of279 computers that are excluded from any automatic
shutdown. ITS is interested in pursu@mgiore aggressive power management plan, but
would like to justify any potential inconvenience imposed on users. Faronics Deep Freeze
software is used to manage the instructional computers on campus. Every time a
computer is restarted it is resetatgtandard configuration. Because of this, a polidi wi

automatic shutdownsather than sleep or standligy preferred.
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CHAPTER 3: METHODS

The analyses in this project can be broken into roufifgyparts: (1) computer
powerconsumptiormeasurement$2) monitorpower consumption measurements, (3)
usage pattern analysis, @mulations of baseline and alternate power plans,3nd (

emissions reductions and cost savings estimates.

3.1 ComputerPowerConsumptiorMeasurements

The ¢ ompu tcensumptionpas analyzeth four stateswhich, for the
purposes of thiseport arereferred to asactive shortidle, longidle, andoff (seeTable5
for definitions).Activeandidle power measurements were made usihi@gvattsUp?

Prg datalogging power meteOffmode power measur ement s

A-Wat t 7 (mnmetertsgecifications are listed in Appendix A)

Table5. Definitions of thfour computer power states referred to in tieigort
Definitions are dapted fromENERGY STAR® Program Requirements for Computers,
v6.1(ENERGY STAR, 2016)

Power State Definition

Name

Active | A user is logged in to the computnd assumed to be performit
general computing tasks (e.g. web browsing, word processing
etc.).
Short Idle| The computer is logged out and poweredtbhacomputer display
is still in active mode (i.e. backlight is powered on)

Long Idle| The computer i$ogged out and powered pothe computer display
is in a low power state (i.e., backlight has been turned off)

Off | The computer is in its lowest power mode which cannot be
switched off (influenced) by the user.

wer e
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Activepowerconsumptiorwas measured f@aperiod of 10 minutes while
performing a sequence of basic computer taséte power cosumption was measured
for a period of Gminutes with tle computer sitting at the login screémlong idlemode
its current draw was low enough to not register on the fraterassumed to be 0. All
measured values were sampled with a 1 second resolution and averaged ber th
minutemeasurement periodn additional longterm measurement was made, with data
loggers on the monitor and PC for 24 hours to comiperehortterm tests teealworld
usage.

Measurements were made on two computers representativenodjirity of
computers on campubformation about these computers was presant€@HAPTER
2.. Bothtypes of machines ha®&SD drivespnetype hasa discrete graphics cavehile
the other does noBeeTable6 for detailed specifications of the computers used for

testing.

Table6. Specifications of computechosen for testing

Make/Model CPU Storage Graphics
Dell Precision 320 | Intel® Corei 5-™  SanDisk X400 Intel HD graphics
6500 @ 3.20 GHz | 256GB SSD 530, 1 GB
(integrated)
Dell Optiplex3020/ | nt el ® - g Crucial M500 AMD FirePro
4570 @ 3.2 GHz | 240GB SSD v4900, 1 GB
(discrete)

5 Detailsof the test procedure are in Appendix B.
6 TheWatts Up? Pro meteeportedly has 1.5% accuracy down to 0.5YHirst et al., 2013)
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Bootup and login times forach computer were recordbyg restartingand
logging in toeach computer three timékheboot timemeasures the elapsed time from
pushing the power button to the computer displaying a login prompto@imetime
measures the time required, after entering a username and pa$enibrel computer to
display the desktop and all icofshese values give some perspective on the potential

inconvenience imposed on users who encounter a powered down computer.

3.2  Monitor Power Consumption Measurements

Computer monitor power consumption carywdramatically between different
models and withlifferent brightness settingBue to the lack of a complete inventory of
computer monitors on campus, @ hoc survey ad subset of computer labs was
conductedApproximately 125 computer monitoirs six labs were surveyedlonitor
power consumption for each model was measurédeabrightness levels (0%, 25%,
50%, 75%, and 100%and the current brightness settofgevery unoccupiedtation was
recorded. The results of this survey were used to deterarange opower levelgo use

in a corresponding sensitivity analypiesented in Appendix-C.

3.3  UsagePatternAnalysis

| based my analysis ormmputer login data loghatwere provided by HSUTS.
See Appendix D for a sample of the type of login data that were providedogs
record user login and logout times for all the cammmsputers durindall semester of

2016. With 304477 entries, it was necessary to first clean up and sort the data. Any
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computers whose next login event occurred before the previous session ended (indicating
a possible crash or othleigin error) were removedn total, 10,598entries were removed
using these conditions (abou3of the dataset).

The primary goal of the atysis was to estimate the amount of time each
computer spends in eachtbe powerstateddentifiedin Table5, to be combined with
measurements of power in thosates for estimating campugde demand
Additionally, analysis was performed to develotinge of day usage profilandto gain
statistical insight into the frequency of use of individual computer stations. The results of
the former were used to make gsiies of computer power usage and potential savings
while the results of the latter were used to identify the most effestiergy reduction
scheme balanced againstestimate of impact to user convenience.

It was assumed that if a user is logged ineththe computer is in usad
performing generdlght-duty tasks such as webdwsing and word processing. The
power management plan described in the background section will be referred to as the
baselineconfiguration To estimatehe amount ofime spent irshort idleandlongidle
statesit was assumed that every computer stayed powered on after its first login each
day, entering thehort idlestate forthreehours followed by théong idlestate until
another user logged into the same corapat itreachd the shutdown time of 11:00 PM.
Computers indicated by ITS to never automatically shut down were assumed to stay on
overnight. These assumptions fail to account for computers that are manually switched

off by usersthough they are expecdtéo be in the minorityA sensitivity analysis was
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performed to quantify the impact manual shutdowns would have on ovezedlyen
consumption (see AppendixT.

To create a profile of comper usage throughout the dalye number of
concurrent logins waaveraged over the entire semester on arpeute basis. The
results were grouped by dafthe week to reveal typical peak usage periods.

| determined the timbetween logins only during the hours8:00 AM —6:00
PM, since it encompasses the majootyomputer use during the day and avoids
skewing the results with the long periods of inactivity overnight. Thesgoateto find
the amount of timéhata computer typically goes unused before another person logs in
andto provide a estimate of the lilihood that the next user encounters a computer that

has turned off automatically.

3.4 Simulations oBaseline and\lternate Power Plan

The same login data were used to simulate the effects of alternate computer power
management plans. It was assumed that the computers were used for the same duration
and at the same time of day (i.e. #utivetime did not changeHowever, the time spent
in short ideandlongidle were reduced, with the computers set to turn off completely if
enough time passed before another user logged in. In thiglveagffects of different

timeout limits could be directly compared to theselineconfiguration destbed alove.
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3.5 EmissionsReductionsand Cost Savings Estimates

Greenhouse gas (GHG) emissions due to electricity usageeastimated using
an emissioractor for theelectricity supplierThe emission factor is the average
emissions per unit of energy phaced for allsources from which electricity is purchased.

HSU purchases electricity through an agreement with Shell Energy. The 2014
power content label for Shell Enerfgyas used to estimate the appropriate emissions
factor. In 2014, 34.5% of the energgld to HSU was produced by renewadpbmerators
(wind, solar, etc.)An additional 9.4% was produced by other carhentral generators
(large hydroelectric and nuclear), 32% by natural gas generator24did from
unspecified sourceRenewable sourcekarge hydroelectric, and nuclear were all
assumed to have net zero GHG emissions, consistent with California state GHG reporting
policy (California Air Resources Board, 2018 emission factor of 0.553 metric tons
of CO, per MWh, based on the average heat rategdsfired steamelectric generators
in California in2014(7,760 Btu/KWh) was used for natural géNyberg, 2016)The
California Air Resources Board specifies a standard emissobor of 0.428 metric tons
of COxe per MWh for unspecified sourc@3alifornia Air Resources Board, 2019he
total emission factor for electricity purchased by the university is ther@f28® metric

tons of CQe per MWh.

”The 2014 power content label was the most recent at the time of writing. A copy is included in
Appendix E.
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The avoided GHG emissions were calculated usingpll@ving equation

#/Q "QEQ YD OO0
Where:
1 COze= Annual CQ equivalent mass emissions
1 kwWh = Kilowatthours
1 ER =0.280 MT CQe/MWh
1 TL =1.0576;Transnission loss correction fagtaisingeGRID2012Western US
gross grid loss factqiThe Emissions & Generation Resource Integrated

Database, 2012)

HSU s el ectri ci t y-ofsusewihiaddigéonal peakldemande d
charges. Morgan King, the HS&Ustainabilly & Waste Coordinatgmprovided an
estimate of the average electricity pripesd byHSU based on energy bills from the
2015/2016 school yedror cost savings calculationthe averageorice of $0.1215per

kWh was used

by
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CHAPTER 4: RESULTS

4.1  Computer PoweConsumptn

Forthe two computer models that weneasured directlyelectricalpower
consumptiorwasfound tobebetween 22 and 30 Wattghen powered ofseeTable?).
Therewasa small difference observed between computers with and without discrete
graphics cards. A weighted average of the two types of computers measured was used
estimate energy consytion across all instructional computers on campus.

Table7. Computer power regrements 1ot including monitor).The weighted average is

calculatedoy assuming 70% of computers have integrated graphics and 30% have
discrete graples carddased on estimates of computer stock provided by ITS.

Active Idle Off
Computer Model  (Watts) (Watts) (Watts)
Dell Precision 3420 (integrated graphic 24.8 22.0 0.9
Dell Optiplex 320 (discrete graphics 30.4 28.0 0.9
card) ' '
WeightedAverage 26.5 23.8 0.9

4.2  Monitor Power Consumption

In the subset of computer labs surveyeanputer monitor power csumption
varied from as low as 4.5 W &5 high a28.8 Wacross different models and diféert
brightness settings. Some of the monitors surveyed were newer LED (light emitting

diode) backlit models, but many had older CFL (compact fluorescent) backlights. The
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LED monitors generally consumed less power despite having larger displays than the
CFL-backlit models.

Thepower consumption of the monitors varies in a roughly linear fagtsdhe
brightness is changedhe profile for each of thiestedmonitors is shown ifrigure2.
The27-inch Dell P2717H was the only LED monitor to use more power than a CFL
monitor, but it was also the largest monitor testgé wide marginThe range of power
consumption between the lowest and highest brightness settinggnifisait. At 100%
brightnessthe monitors consumed between two and five times as much power as they
ddat0% I n one case (the Dell P2717H, 27" LEI
difference between 0% and 100% brightness settikdgitional information aout

monitor power consumption measments is included in Appendix F
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Figure2: Computer monitor power consumption at various brightness settings. LED
backlit monitors are represented by dashed lmesCFL-backlit monitors are
represented by solid lines
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The brightness setting of the monitor is set using the buttons on the panel by
individual userson a desktop comyper,thec o mput er i tsel f cannot
brightnessAs such, many maiors may have been changed from the factory default
brightness setting.o gaina general sense of the habits of useisample 060 monitors
from six computer labwere inspectednd their brightness settings were recordét
factorydefault brightnss for the tested monitorangedfrom 75% to 90%. A majority of
the observednonitorshad beersetto brightness levelkigher than the defaylthe
median monitor brightness setting was 8486 theaverage was 77%. The distribution of

brightness settings the sampled group is shownkigure3.

30

25

20

15

10

Number of Surveyed Monitors

0 10 20 30 40 50 60 70 80 90 100
Brightness Setting (%)

Figure3: Distributionof computer monitor brightness settings among surveyautors

Basedon this,theaverage power consumption of the monitors at 75% brightness

(20 Watts) was used for the baseline energy consumption calculations. Additionally, a

c
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sensitivity analysis was performed for monitor power consumption values between 10

and 30 Watts.

4.3 Usage Pattern

Typical computer usage patterns were found by analyhimd¢pgin data for all of
fall semester 2016-igure4 shows the average number of computenssim by time of
day throughout the month. Looking at this plot, some common patterns become apparent.
Computer usage on Monday through Thursday is largely the same, with the bulk of users
logging in around 9:00 AMpeaking around noon, and steadilpppingoff after6:00
PM (18:0Q. Friday’'s usage profil kuttherearsi mi | ar
significantly fewer computers in use and usage drops off earlier in the day. Weekend
usage is lower still and peaks later in the day (around 3:00 to MROMRis usage
profile closely resembles the resultsacdimilar study discussing inh@pter 2 (se€igure
1). Additional plots showing usage profiles are presemniefppendix G.

The maximum number a@oncurrenusers duringhe semestewas506, yet the
number of unique computers usadidg a day was regularly ove®@. That is, he
number of computs turned on each daya$tenover 10% of thepeak number of
computersoncurrentlyin use at any one tim&his is to be expected with fixed
computers installed in labs throughout campus, but when computerst angtomatically

shutdown thigesults in hundreds of extra computers running duringldlye
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Days
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Figure4. The average number of computers in use throughout theudisng the
fall semester of 2016

Since the majority of computer use occurs on weekdays between 8:00 AM and
6:00 PM, this time range was used to inveséighe amount of time computers spend
inactive between individual usefRgure5 shows a cumulative distribution of thime
between loginsluring working hoursApproximately 496 of logins occur within 10

minutes of the previous logque9 within 30 minutes, and 84 occur with an hour.
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Figure5. A cumulative distribution of the time between logomsweekdays between
8:00 AM and 6:00 PMThe full distribution is shown on the left; théot on the rightis
enlarged to show additional detail ttme intervals of 90 minutes and less.

One potential drawback of implementing an automatic shutdown power plan is
that more students and faculty wa have to wait for computers to turn on before using
them. The startup times of several computers were measured and are preSkatté in
8. On the computers testebooting theomputer added 25 to 34 seconds to the total log
in time. However, the total time tooot andog in was stillonly approximately one

minute.
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Table8. Time required to power on and logto computers.

Boot Time Login Time Total

Computer Model (seconds) (seconds) (mm:ss)
Dell Precision 3420 25 42 1:07
Dell Optiplex 30D 34 25 00:59

During working hours, the average computer sessuwationwas 43minutes.
The maximunboottime of 34 seconds represents%.8fthat time.With a timeout
period of 30 minutesusers would only have to wait for computers to stastupverage

of 31% of the time, meaning the ernageadditional delay per login is onlysgeconds.

4.4  Energy Consumption

The primary motivation for implemenmig a computer power management plan is
energy conservation and the associated reductions in GHG emissions and cost. To
estimate the energy savings we must first calculate a baseline energy consuaipéon
for the campus computers.

The total baseline weekly computer energy consumption is shokigure6,
assuming all computers use the existing power management plan descGbegter 2.

On arerage 56% of the total energy consumed each week was used to power computers
not being used.g. thosen short idleandlong idlestates) Throughout the semester, the
computers are estimated to Be391kWh. HSU Facilities Management provided

monthly utility billing information for the 2015/2016 school year; by interpolating for the

fall semester of 2015, the total electricity consumption of the cafoptisat semester
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was estimated to be 4.5 TWh (4,500,000 kwWh). Theregfoeeonsumption of

instructional computers representeay0.8% of the total electricity consumption of the

campus.
4000 -
3000 -
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% . Active
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“ B short e
>
o . Long Idle
©
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Semester Week Number

Figure6. Estimatedbaselineweeklyenergy usage throughout the semestézek 14
corresponds to the Thanksgiving holiday break, wiegls finals week.

Figure7 shows the estimated weekly energy consumption in each state if the computers
were set to turn off automatically after 30 minfitekidle ime. In this case e portion

of energywastedn idle states would be reduced to only 26fthe total

8 ENERGY STARdefault sleep time is 30 minutes, with monitor going into sleep mode after 15
minutes of inactivit Computer Key Product Criteria, 2017)
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Figure7. Estimated wekly erergy usage throughout the semester with computers set to
turn off after 30 minutesThe baseline energy usage is marked with horizontal black
lines.Week 14 corresponds to the Thanksgiving holiday break, week 17 is finals week.

4.5 Emissions Reductions and Cost Savings

In Table9, the energy consumption, costs, and associated &hi&sions of each
simulated power management plan are compared with the ba&slareelatively long
timeout periods yield significant coshd GHG emissions reductions. Eveorag 90
minute timeout period reduces computer electricity castsasociated emissions by

42% or $1,33'aAnd 5.2 metric tons per semester.
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Table9. Estimated energy consumptjaost, and Cé® emissionsissociated with each
powerplanfor fall semester 2016

GHG Percent

Energy GHG Reduction Change

Usage Energy Emissions Cost (MT in GHG

Power Plan (kwh) Cost (MT CO2e) Savings CO2e) Emissions
Baseline, 35,391 $4,300 8.8 -- -- -

90 Minute| 24,391 | $2,963 6.1 $1,337 2.7 -31%
60 Minute| 22,209 @ $2,698 5.5 $1,602 3.3 -37%
30 Minute| 19,466 | $2,365 4.8 $1,935 4.0 -45%
20 Minute| 18,372 | $2,232 4.6 $2,068 4.2 -48%
10 Minute| 17,110 | $2,079 4.3 $2,221 4.5 -52%

As the timeout period shortens, energy consumption falls more rapidly. The results of a
sensitivity analysis are shown kiigure8. An automatic shutdown timeout oéarly any
length offers significant emgy savings, but the shorter the timeout is, the more effective
it becomesThough the shortest possible timeout results in the most energy savings, it

must be balanced with the impact to user convenience.
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Figure8: Sensitivity analysis of the effect of shutdown timeout lengths on total semester
energy consumptioand energy cost
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CHAPTER 5: DISCUSSION

The results of this project indicate that, in their current configuratstructional
computersaat HSU waste more than half of the electrical energy that they consume while
sitting idle and unused.here are signifiant energy savings to be hadaigh ne to low-
cost automatic power management.

The electricity consumption of the instructional cortgpsi at HSU is surprisingly
small when compared thetotal consumption of the campus (only 0.8%). However, the
scope of this project covers only computers used for teaching and learning putposes
does not consider other administrative computers, sempanters, and similar
electronics being used on campus. Though their consumption is small when compared to
the campus as a whole, it should not be considered insigniffeam@iverage American
home consumes 901 kWh per mo(ithS. Energy Information Administration, 2016)

Over the four months of fall semester, HBIStructionalcomputers consumed an
estimated average of 8,850 kWh per month, enough electrical energy top8wemes
for the same four montifs

There are several steps that could be taken to reduce computer energy use on
campus. The single most cost effective solution would be to implement an automatic

power management policy for idle computéisth no additional equipment investments

9 For the purposes of this project, no estimate was made for energy consumgptigrtioiir
summer session or winter break; therefore, no annual total has been calculated. However, it should be safe
to assume that spring semester closely resembles fall semester.
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and minimaluser inconveniengéhe energy use of instructional computers could be
halved.

The large variance in computer monitor power usagkes itdifficult to
precisely calculate their impact on overall computergynase at HSU. It is clear that
significant errgy gains could be made by replacing &¥écklit monitors with newer
LED-backlit models and by encouraging lembrightness settingdercier & Moorefield
(2011)came to similar conclusionghere monitor brightness ahgesin one casge
reduced consumption by 27% while maintaining full readability. However, it is difficult
to know howlong changes in mnitor brightness would persist. It is unlikely that cost
savings alone would justify the replacement of monitorsitsitould easily make it
beneficial to invest in LED models when it comes time for regularly scheduled
replacement.

The computer usage patternaampugsesembles results of similar studies
discussd in the background sectionh& computers on campus aevar 100% utilized;
usage follows a distinct diurnal and weekly pattamd at mostonly half of the
available computers amyer in use concurrently. Arguments could be made in favor of
mobile computers rather than desktops, both for energy efficematyor increased
utilization rate. However, such a change poses significant security and management
challenges

The next user of each computer usually logs in shortly after the logout of the
previous user, which makes even relatively short timeout peniaas little effect on

users. To balance between user impact and energy savings | recommend a timeout of
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around 30 minutes. At 30 minutes, 69% of users logging into computers during business
hours would notice no difference from the baseline configurétiomputers should still
be available and powered on) and energy consumption is still reduced by a substantial
45% compared to the baselifde cumulative distribution iRigure5 shows that longer
timeout periods would have diminishing returns in terms of increased user convenience.

The total weekly and semester energy consumptieralso enlightening. After
the first few weeks of the semester, it appearsdbiputer usage levels off. As
expected, during break there is a dramatic decrease in the number of students on campus
and consguently much less computer use. | did not attempt to extrapolate the oésults
this projectto include summer session and thater break. Computer use would likely
be substantially lower in both cases, but it is difficultstreate without additional data
about the number of students on campus

The total cost savings and emissions reductions associated with automatic power
managiement plans ammallwh en compared to the universit.y
should not be overlooketinplementing a 30ninute timeout results in energy savings 16
MWh per semester, t helectaciqyusage@he eostsaviongéof 4. 4 ho
$1,935 are also small but not insignificant. It should be possible to implement an
automatic power management policy with existing technology in use on campugfand w

minimal impact to IT staff.
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CHAPTER 6: CONCLUSIONAND RECOMMENDATIONS

In their current configuation, the instructional computers at H&t¢estimated to
consume 35,391 kWh and indirectly emit 8.8 metric tons ofe@®@r academic semester.
Approximately 56% of the energy consumed by computers each week is wasted keeping
unused computers powered &y. setting computers to automatically skhotvn after 30
minutes of inactivity, C@ emissions could be reduced by 4 metric tons per semester
while saving $1,935 in electricity costs

The wide variation in computer monitor power consumption had a largeictm
on the results than anticipated. Brightness adjustments and the difference between LED
and CFL backlit monitorgesult in potential power levels between 4.5 W and 28.8 W, a
difference of 600% Reducing the power level of monitors by 10 Watts wousdiltan a
21% reduction in overall computer energy consumption in the current configuration.

| recommenddrther investigation of the current stock of monitors on campus and
of techniques to encourage lowmightness setting® further increase energyvsags
Replacing older CHbacklit monitors with new LEEbacklit models would likely save
energy in addition to providing larger, higher resolution displays. Depending on the
current refresh cycle at HSU, it may also prove to be cost effective to peddym e
replacement of monitors. Simply setting the brightness level of monitors to a lower level
couldalso save considerableamount ofenergy, though users may manually readjust the

brightness setting to a higher level. A study of user behavior, acceptance, and the
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usability of lower monitor brightness levels may help in estimating the permanence of
such changes.

Commonsense computer p@v management at HSU has the potential to save
money and to reduce the carbon footprint of the university. This repredentsast

energy efficiency measure with the potential to save 16,000 kWh per semester.
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APPENDIXA: TEST EQUIPMENT SPECIFICATIONS

The manufacturer’'s specifications for

A-1 and A2 below.

A-1 WattsUp Pro

1 Model: WU-PRO
1 Operatingvoltage: 120 V
1 Maximum current: 13
1 Maximum sampling speed: 1 sample per second
1 Accuracy:£1.5%, + 3 counts of the displayed value
o Below 60 watts, current and power factor decrease in accuracy
1 Minimum measurable powed.5 watts

o Note: at 0.5 watts, the accuracy is £0.3 watts

A-2 Kill-A-Watt Meter

1 Model:P4400

1 Maximum Voltage: 125 VAC
1 Maximum Current: 15 A

91 Display Update: 1 second

9 Accuracy: Typ. 0.5%, Max 2%
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APPENDIXB: ACTIVE/IDLE POWER TEST PROCEDURE

To simulate a typicatomputer session, tisequence of actionisted in Table B
1 was performed on the test computer while logging power consumptierresults are

presented in Sectichl

Table B1: Test sequenagsedto simulate active and idle modes whiteasuring
computer power consumption.

Duration | Test State | Action
(minutes)
1 Active Browse Humboldt.edu website
1 Active BrowseWikipedia.org website
1 Active Edit Word document
1 Active Edit Excel document
1 Active Edit PowerPoint document
5 Active Idle desktop, applications minimized in background
5 Idle Login screen
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APPENDIXC: SENSITIVITY ANALYSES

Additional sensitivity analyses were performed to estimate the effect of users
manually shutting down computers and of variable computer monitor power
consumption. Both variables are difficult to measure accurately and have the potential to
changp the total estimated energy consumption. The sensitivity analyses are presented in

Section G1 and G2 below.

C-1 Manual Shutdown

Undoubtedly, some people will manually shutdown their computer after logging
out, resulting in lower energy consumptionboth the baseline and power management
plan scenarios. However, the probability of users manually shutting down their computer
is outside the scope of this project. A sensitivity analysis (Figttgwas performed to
estimate the potential impact manshutdowns would have on the energy consumption
estimates presented in this report. A pseudo random number generator was used to
simulate a portion of computer sessions being ended with a shutdown rather than just a
logoff. Probabilities between 0% and 2@%re simulated. The overall effect was
moderate; for example, a 10% probability of manual shutdown results in a 6% drop in

energy consumption.



Baseline Energy Consumption Per Semeste

41

35,500
35,000
34,500
34,000

33,500

(KWh)

33,000
32,500
32,000
31,500

31,000
0% 2% 4% 6% 8% 10% 12% 14% 16% 18% 20%

Probability of Manual Shutdown

Figure G1: Sensitivity analysis of manual computer shutdowns.
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C-2 Monitor Power Consumption

Sincemonitor power consumption was found to have wide variation from model
to model, a sensitivity analysis was performed to examine the effect on total energy
consumption (Figure Q). The relationship between monitor power consumption and
overall computer emgy consumption is linear. A change of 10 Watts in power
consumption results in a 21% change in overall computer station energy consumption.
Two of the lowpower LEDbacklit monitors tested use approximately 10 Watts at a 50%
brightness setting, while otreeconsume up to 21 Watts at the same brightness setting.

Actual brightness was not quantitatively measured for this project.

42,000 30, 41,892

40,000
38,000
36,000

34,000 20, 35,391

32,000

30,000

10, 28,890
28,000

10 15 20 25 30
Average Monitor Power Consumption (Watts)

Total Energy Consumption Per Semeste
(kWh)

Figure G2: Computer monitor power consumption sensitivity analysis.



APPENDIXD: SAMPLE LOGIN DATA

A sample of the user login data provided by ITS is showiable D1.

43

Table D1: Sample login data with unique computer naamgnymizediser 1D, login
start and end timestamps, and duration of session in seconds.

Machine User ID Start End Duration

LIB126LABOIM 119095 8/17/2016 8:00 8/17/2016 8:16 970
LIB126LABOIM 327509 8/17/2016 8:17 8/17/2016 8:54 2200
LIB122LAB40W 551929 8/17/2016 8:47 8/17/2016 9:24 2224
LIB122LAB20W 197977 8/17/2016 8:59 8/17/2016 9:58 3582
LIB122LAB20W 197977 8/17/2016 8:59 8/17/2016 9:58 3582
Lib122lab06W 598779 8/17/2016 9:13 8/17/2016 10:21 4103
LIB122LAB40W 442882 8/17/2016 9:34 8/17/2016 9:41 431
LIB122L ABO9W 535120 8/17/2016 9:42 8/17/2016 9:57 922
LIB122L ABO9W 535120 8/17/2016 9:42 8/17/2016 9:57 922
LIB122LAB40W 300972 8/17/2016 9:58 8/17/2016 10:02 260
Lib122Lab18W 130263 8/17/2016 10:44 8/17/2016 11:47 3737
LIB122LAB40W 417002 8/17/2016 10:52 8/17/2016 10:54 140
LB301CLB0O8W 66057 8/17/2016 10:53 8/17/2016 11:00 420
LB301CLB0O6W 66057 8/17/2016 10:54 8/17/2016 11:01 420
LIB122LAB32W 37756 8/17/2016 10:54 8/17/2016 11:55 3694
LIB122LAB20W 197977 8/17/2016 11:00 8/17/2016 11:03 190
LIB122LAB20W 197977 8/17/2016 11:00 8/17/2016 11:03 190
LIB122L ABO9W 7467 8/17/2016 11:18 8/17/201611:35 1011
LIB122L ABO9W 7467 8/17/2016 11:18 8/17/2016 11:35 1011
SCIA565%.ABO7W 552755 8/17/2016 11:53 8/17/2016 15:56 14544
LIB122LAB20W 197977 8/17/2016 11:58 8/17/2016 11:59 90
LIB122LAB20W 197977 8/17/2016 11:58 8/17/2016 11:59 90
SCIA565%.ABO5W 284935 8/17/2016 12:01 8/17/2016 15:52 13872
LIB122LAB40W 51234 8/17/2016 12:12 8/17/2016 12:14 110
LIB122LAB40W 250306 8/17/2016 12:16 8/17/2016 12:36 1181
LIB122LAB12W 598776 8/17/2016 12:34 8/17/2016 12:48 819
LIB122LAB12W 598776 8/17/2016 12:34 8/17/2016 12:48 819
LIB122L AB40W 426488 8/17/2016 12:42 8/17/2016 12:55 781




APPENDIXE: SHELL POWER CONTENT LABEL

HSU purchases electricity through a contract with Shell Energy. As a result, the
power mixis different from that provided by the locallity. The power content label in

Table E1 indicates the actual mix of power sources used by Shell Energy in 2014.

Tale E-1: Shell Energy power content label for 2014 sales to the California State

University system.

2014
POWER MIX 2014 CA

ENERGY RESOURCES Actual POWER MIX**

Eligible Renewable 34.5% 20%

-- Biomass & waste 3.8% 3%

-- Geothermal 3% 4%

-- Small hydroelectric 2% 1%

--Solar 3.7% 4%

--Wind 22% 8%

Coal 0% 6%

Large Hydroelectric 3.9% 6%

Natural Gas 32% 45%

Nuclear 5.5% 9%

Other 0% 0%
Unspecified sources of power* 24.1% 14%

TOTAL 100% 100%

* "Unspecified sources of power" means electricity from transactions that are not
traceable to specific generation sources and ISO imports.

** Percentages are estimated annually by the California Energy Commission based on
the electricity sold to California consumers during the previous year

2014 Power Mix represents Shell Energy purchases from specific eligibile renewable
energy resources and ISO System Power on behalf of the California State Universities.
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APPENDIXF: MONITOR POWER CONSUMPTION MEASUREMENTS

The comput er acomsumptionwas meagurediteaugh a range of
backlight brightness settings, from 0% to 100%, in 25% increments. The full

measurements, as well as sleep mode power measurements are presented . Table F

Table F1: Summary of sampled monitors and measumedgp consumption at
brightness settings from 0% to 100%.

Model Backlight | Size | Default | Power | Power| Power| Power | Power | Sleep
(in) | Setting at at at at at (W)

100% @ 75% @ 50% & 25% 0%

w W W W W

Dell LED | 195 75% | 154  11.8 | 10 | 84 @ 68 | 0.4
E2014H
Dell LED @ 22 75% 137 126 102 8 58 | 0.0
P2217H
Dell LED 27 75% 235 20 148 96 45 0.6
P2717H
Dell CFL | 19 75% 30 @ 21.8 194 181 165 0.4
SE198WF
P
HP L1706 =~ CFL | 17 @ 90% 272 22 182 15 | 12 0.4
HP CFL | 19 90% 288 2665 214 189 157 13
LP1965
NEC CFL | 19 80% 201 171 148 124 101 03

AS191wm
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APPENDIXG: DAILY USAGE PROFILES

The average daily usage profiles for each day of the week are presefitgares
G-1 through G7. The profiles were created by averagingcathicurrent logins by minute

over fall semester 2016.
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Figure G1: Average usage profile for Monday.
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Figure G2: Average usage profile for Tuesday.
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Figure G3: Average usage profile for Wednesday.
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Figure G4: Average usage profile for Thursday.
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Figure G5: Average usage profile for Friday.
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Figure G6: Average usage profile for Saturday.
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Figure G7: Average usage profile for Sunday.



